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Modified cellular automaton model for the prediction of dendritic growth with melt convection
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A modified cellular automaton~MCA! coupled with a momentum and species transport model has been
developed in order to predict the evolution of dendritic morphology during solidification of alloys in the
presence of melt convection. In the present model, the cellular automaton algorithm for dendritic growth is
incorporated with the transport model, for calculating fluid flow and mass transfer by both convention and
diffusion. The MCA model takes into account the effects of the constitutional undercooling and the curvature
undercooling on the equilibrium interface temperature. It also considers the preferred growth orientation of
crystals and solute redistribution during solidification. In the transport model, which is coupled with cellular
automaton approach, theSIMPLE scheme is employed to solve the governing equations of momentum and
species transfers. The present model was applied to model solutal dendritic growth of an Al-3mass%Cu alloy
in a forced flow. The simulations reproduced the typical asymmetric growth features of convective dendrites
with various preferred orientations. The effects of inlet flow velocity on the solute redistribution and the growth
velocity of a dendritic tip were quantitatively investigated.

DOI: 10.1103/PhysRevE.69.061610 PACS number~s!: 68.70.1w, 81.30.Fb, 44.27.1g, 02.60.Cb
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I. INTRODUCTION

Dendritic structures are commonly observed in cast
and welding of many metals and alloys. The details of d
dritic morphology are directly related to mechanical prop
ties of final products. Dendritic growth is also regarded a
well-studied example of pattern formation in nonequilibriu
physics, where a complex pattern evolves from simple st
ing conditions@1,2#. Thus, the mechanism of dendritic m
crostructure formation has been of great interest for b
academic research and practical application@3,4#.

Evolution of dendritic microstructures is a complicat
physical process controlled by the interplay of thermal,
lutal, capillary, and kinetic length or time scale@5,6#. Particu-
larly, some degree of fluid motion is nearly always presen
most solidification processes, whether by buoyant nat
convection or forced convection@7–9#. Experimental obser-
vations and theoretical analyses show that fluid flow ha
profound effect on the morphology of the solid-liquid inte
face and often dominates the phase transition. Convec
heat and mass transfers perturb significantly concentra
and temperature distributions, which alters the pattern for
tion of microstructures@7,10,11#.

Many theoretical and experimental efforts have so
been devoted to characterize dendritic growth behavior in
presence of convection@4,8,11–24#. Experiments on the den
dritic growth of transparent organic materials from sup
cooled melts under normal or microgravity reveal small d
crepancies from the classic Ivantsov relation between Pe
number and dimensionless supercooling. Under terres
gravity and low supercooling conditions, dendritic growth
dominated by convection@2,25,26#. However, quantitative
experimental investigations of flow effects on the dendrite
selection have yielded inconsistent results@11,12,18#. On the
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other hand, the presence of melt convection considera
complicates the theoretical analysis of free dendritic grow
in metals and alloys, which needs a nonlinear coupling
tween fluid flow, transport of heat and species, and the
lidification process. Analytical solutions for dendritic grow
in the presence of fluid flow are thus limited to simple sit
ations and the rigorous treatments have still remained la
ing @5,21,22,24,27,28#. Consequently, the effect of convec
tion on the dendritic growth during solidification has not y
been fully understood@16#.

Significant progress in numerical modeling has recen
been made with the advent of powerful computers and
vanced numerical techniques. It plays an increasing role
the studies of microstructural evolution during solidificatio
Regarding the situation of dendritic growth in the presen
of melt convection, in order to better understand the und
lying physics in this process, description and visualization
transport phenomena and a complete time-dependent inte
tion of fluid flow with phase transition become crucial. F
this purpose, numerical studies are highly desired to prov
satisfactory information on the fluid mechanics, heat a
mass transfer in melt, as well as microstructure evolut
undergoing solidification.

Several studies on the coupling mechanisms between
solidification process and melt convection have recently b
carried out by phase-field models@3,5–7,9,10,29–38# and
other numerical techniques, such as the sharp-inter
method@39#, the front tracking method@27,40#, and the lat-
tice Boltzmann model@41,42#. The simulations could repro
duce asymmetrical dendritic growth features, such as the
flection behavior of dendritic growth, the tip growth velocit
and the side-branching enhanced in the upstream direc
but largely hindered in the downstream direction. Using
two-dimensional phase-field model incorporated with the
lution of Navier-Stokes equation and thermal noise, To
@3,5,9#, and Beckermannet al. @6,32# simulated the free ther
mal dendritic growth of a pure substance under high sup
©2004 The American Physical Society10-1
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coolings with melt convection. The tip-operating state a
the side-branching development of dendrite were inve
gated as a function of flow rate, growth orientation with r
spect to the flow direction, as well as anisotropy streng
Their results agree well with the Oseen-Ivantsov solution
the tip radius based on a parabolic fitting is estimated@5#.

Lan et al. @29–31# carried out the phase-field simulation
based on an adaptive finite volume method. Since a la
domain ~over 218 in the ratio of cell size!, while keeping
very small cell size at the interface, was available, they co
simulate the dendrites to evolve secondary arms even at
undercoolings with melt flow.

Tönhardt and Amberg@7,33,34# studied the effects o
natural and forced convection on the growth of pure suc
noinitrile ~SCN! by a phase-field model on an adaptive fin
element mesh. They found that different initial preferr
growth orientation of a nucleus gives different vertic
growth velocities. The results depend also on flow stren
undercooling, and the degree of anisotropy. Using a sim
approach, Jeonget al. @35,37,38# investigated the effects o
fluid flow on two-dimensional~2D! and ~3D! dendritic
growth. They compared the simulation results with the av
able theories and experiments, and concluded that there
significant open questions remaining about the evolution
microstructure when flow is present@37#.

All the above numerical activities have focused on t
free dendritic growth with convection in pure materia
where the driving force is purely thermal undercooling. Sh
and Hong @43# developed a modified cellular automato
model with a diffuse interface to study the effect of conve
tion on dendritic growth morphology of Al-Cu alloys. Thi
model is based on the coupling of a cellular automaton a
rithm for dendritic growth and a continuum diffuse interfa
model as known from the phase-field methodology, for so
ing the species and momentum transfers with convect
This model was applied to investigate the asymmetr
growth behavior of primary dendrite arms under various c
ditions, such as the preferred orientation of a crystal, the i
flow velocity, the initial liquid concentration, and the initia
undercooling of melt.

During recent years, modified cellular automaton~MCA!
models have emerged as a powerful computational tool
achieved considerable importance in modeling comp
evolving interfacial patterns and a range of phase transit
during solidification. They can successfully predict the ev
lution of dendritic growth features, including the growth a
coarsening of primary trunks, the branching of second
and tertiary dendrite arms, as well as the solute redistribu
@44–49#. A MCA model developed by the authors has al
been extended into multiphase systems to model the mi
structure formation in regular and irregular eutectic and p
tectic alloys@50–52#.

The purpose of the present study is to extend a tw
dimensional MCA model into the solidification system i
cluding melt convection. It involves the simultaneous n
merical solution of the fully coupled cellular automato
growth algorithm together with the momentum and spec
conservation equations in liquid, solid, and solid/liquid inte
face. The present model was applied to predict the sol
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dendritic growth of an Al-3mass%Cu alloy in a forced flow
A quantitative study of the effect of melt convection o
the solute redistribution and dendritic growth dynamics
presented.

II. MODEL DESCRIPTION AND MATHEMATICAL
FORMULATION

A. Model description

In order to predict the dendritic microstructures solidifi
in a flowing melt, the MCA model for dendritic growth i
coupled with a transport model for calculating solute trans
by both convection and diffusion during solidification. Fig
ure 1 illustrates the physical system used in the present st
The two-dimensional computational domain is divided into
uniform orthogonal arrangement of cells. Each cell is ch
acterized by several variables, such as temperature, con
tration, crystallographic orientation, solid fraction, flow ve
tor, pressure vector, etc., and marked as the state of liq
solid, or interface. Since the emphasis of the present stud
on the solutally driven dendritic growth with a forced flow
for the sake of simplicity, the temperature field inside t
domain is considered as uniform and with a constant ther
undercooling. The undercooled melt, assumed as an inc
pressible Newtonian fluid, enters through the left bound
of the domain with a uniform inlet flow velocity denoted a
Uin and flows past the solidified cells in the center, and th
exits from the right boundary of the domain. The top a
bottom surfaces of the domain are treated as the symmet
boundaries for fluid flow. The zero-flux boundary conditio
is imposed for mass transfer at four surfaces of the dom
The solidified dendrite is assumed to be rigid and station
No slip boundary condition is applied at the solid-liquid i
terface. The cellular automaton evolves in discrete time s
and the state of a cell at a particular time is calculated fr
the local rule. As the dendrite grows into the undercoo
and flowing melt, the geometry of the solid/liquid bounda
changes, which in turn triggers an increasing complex fl
flow. The governing equations and numerical algorithms
calculating flow field, solute field, and dendritic growth a
described in detail below.

FIG. 1. Illustration of the physical system used in the simulat
of dendritic growth with melt convection.
0-2
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B. Cellular automaton growth

As elucidated in the present author’s previous papers@45–
48#, in MCA models three contributions~thermal, solutal,
and curvature effects! are generally taken into account in th
modeling of microstructure evolution, and the total und
cooling at a dendritic tip is thus given by

DT5DTT1DTC1DTR , ~1!

whereDTT , DTC , andDTR are the undercooling contribu
tions associated with the thermal, the solutal, and the cu
ture effects, respectively. In the present study, the ther
undercoolingDTT is assumed constant, while the solutal a
the curvature undercoolings are dependent on the local
centrationC(tn) and the mean curvatureK̄(tn) at the solid/
liquid interface. BothC(tn) andK̄(tn) will vary as a dendrite
evolves. Therefore, the local undercooling at the solid/liq
interface at timetn , DT(tn), can be calculated by

DT~ tn!5DTT1m@C~ tn!2C0#2GK̄~ tn!, ~2!

wherem is the liquidus slope,C0 is the initial composition,
andG is the Gibbs-Thomson coefficient. The interface me
curvatureK̄(tn) in Eq. ~2! is calculated using the same ma
ner as in the literature@43#, which introduced some concep
of phase-field methods to evaluate the average interface
vature and thus reduced the cell size dependency.

The classical sharp-interface model@6,53,54# is employed
to relate the normal interface growth velocityVn to the in-
terface undercooling by

VN5mkDT~ tn!, ~3!

wheremk is the interface kinetics coefficient.
It is well known that dendrites always grow in specifi

crystallographic orientations and the selection of the dend
growth direction is determined by the anisotropy propert
of the interface@55#. Particularly, the theoretical analys
and experimental evidences have shown that anisotropic
netics might play a crucial role in the stability mechanism
the selection of dendrite tip’s velocity and the developm
of solidification microstructures@55,56#. Therefore, as de
scribed in the previous paper@43#, the present model ac
counts for the anisotropy in both interfacial kinetics and th
modynamics. Similar to that used in the literature@27,57–
59#, the crystal growth velocityVg is assumed as

Vg5VN$11dkcos@4~u2u0!#%, ~4!

where dk is the degree of the kinetic anisotropy,u is the
angle between the normal of the solid/liquid interface and
horizontal direction, andu0 is the preferred growth orienta
tion of a crystal. The angleu is obtained from the gradient o
solid fraction at the solid/liquid interface according to

u5arctanS ] f s

]y Y ] f s

]x D . ~5!
06161
-

a-
al

n-

d

n

ur-

te
s

i-
,
t

-

e

Using the thermodynamic anisotropyd t related to the crysta
orientation, Gibbs-Thomson coefficientG is evaluated as
follows:

G5Ḡ$12d tcos@4~u2u0!#%, ~6!

whereḠ indicates the average Gibbs-Thomson coefficien

C. Momentum and species transfers

Considering that the solute redistribution is affected
fluid flow, the continuity and Navier-Stokes equations f
incompressible fluid flow are written as follows.

Equation of continuity is

,W •~uW !50. ~7!

Navier-Stokes equation is

r
]~uW !

]t
1r~uW !•,W ~uW !52,W P1,W •@m,W ~uW !#, ~8!

where uW is the velocity vector,r is the density which is
considered to be identical and constant in liquid and so
phases,m is the viscosity, andP is the hydrostatic pressure

It is assumed that the concentrations of solid and liquid
the solid/liquid interface are in equilibrium. When solidifica
tion at the solid/liquid interface occurs, the solute partiti
between liquid and solid is given by

Cs* 5kCl* , ~9!

wherek is the partition coefficient,Cs* andCl* are the inter-
face equilibrium concentrations in solid and liquid phas
respectively. The governing equation for solute redistribut
by both convention and diffusion in the whole domain
given by

]C

]t
1~juW !•,W C5D,2C1C~12k!

] f s

]t
, ~10!

whereD is the solute diffusion coefficient. The second ter
on the right-hand side of Eq.~10! indicates the amount o
solute rejected or absorbed at the solid/liquid interface,
sulting from the generation of solid fraction.j is a parameter
which is dependent on the state of a cell:j51 ( f s,1) and
j50 ( f s51). The species transfer in solid is purely co
trolled by diffusion~j50!.

III. NUMERICAL ALGORITHM

A. Cellular automaton for simulating dendritic growth

In the present study, the calculation domain was divid
into 2013201 uniform and square cells with a cell size of 0
mm. Eight neighbor cells, which include the four neare
neighbor cells and the four second-nearest neighbor c
were taken into consideration to determine the interfa
0-3
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ZHU, LEE, AND HONG PHYSICAL REVIEW E69, 061610 ~2004!
cells. Each cell in the whole domain was given an ind
indicating the cell state as solid (f s51), liquid (f s50), and
interface (0< f s,1). The interface cell also should satis
the condition that at least one of its eight neighbors is so
At the beginning of simulation, a solid seed consisting of o
cell, having a preferred growth orientation ofu0 and the
concentration ofkC0, was located in the center of the do
main. Other cells were filled with liquid having a uniform
initial composition. The growth of the solid seed was ini
ated by an imposed thermal undercoolingnTT . In the
present study,nTT was fixed as 12 K. The growth velocitie
of interface cells were calculated by Eqs.~2!–~6!. The
change rate of solid fraction of an interface cell could thus
evaluated from the crystal growth velocityVg as follows:

] f s

]t
5G

Vg

na
, ~11!

wheret is the time,na is the cell spacing and defined in
regular grid system asna5nx5ny. G is a geometrical
factor related to the state of neighbor cells, which is defin
by

G5b0S (
m51

4

sm
I 1

1

A2
(

m51

4

sm
II D , ~12!

whereb0 is an empirical coefficient and chosen as 0.4 in
present simulation.sI andsII indicate the states of the neare
neighbor cells and the second-nearest neighbor cells, res
tively. According to the state of a neighbor cell,sI andsII are
determined by

sI,sII5H 0 ~ f s,1!

1 ~ f s51!.
~13!

The geometrical factor defined by Eqs.~12! and~13! is used
to account for the fact that as the number of solid neigh
cells increases, the solidification rate of a cell increas
Equation ~12! also reflects the consideration that the ge
metrical relation between cells is proportional to the c
spacing, i.e., the effect of the second-nearest neighbor ce
weaker than that of the nearest neighbors.

According to Eq.~11!, at one time step, the solid fractio
increment of an interface cell labeled asi can be calculated
by

n f s
i 5Gi

Vg
i

na
nt. ~14!

Therefore, the solid fraction of this interface cell at timetn is
given by

f s
i ~ tn!5 (

n51

N

Gi~ tn!
Vg

i ~ tn!

na
ntn , ~15!

whereN indicates the iteration number. Whenf s
i (tn)51, the

cell i transforms its state from interface to solid. This new
solidified cell in turn captures a set of its liquid neighbors
be the new interface cells. The solidification will thus go
in the next time step.

By means of the algorithm described above, the prim
dendrite will grow and coarsen with the preferential grow
06161
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orientation. As crystal growth proceeds, a certain amoun
solute is rejected by the solidified cells and accumulates
front of the solid/liquid interface. According to Eq.~2!, the
resulting local solute enrichment at the interface gives rise
the uneven local undercoolings and thus destabilizes the
terface stability, leading to the side branching into the s
ondary arms.

B. Solution scheme for momentum and species transfers

In order to calculate the incompressible flows around
dendrite as well as the solute redistribution by both conv
tion and diffusion during solidification, a fully coupled solv
ing scheme for momentum and species transfers
adopted. The continuity and the momentum equations, E
~7! and~8!, were solved by theSIMPLE algorithm@60# based
on the staggered grids. An implicit control volume bas
finite difference method, using the tridiagonal matrix alg
rithm, was employed for solving the time-dependent terms
Navier-Stokes equation, Eq.~8!, and the species conservatio
equation, Eq.~10!. Both convection and diffusion terms wer
evaluated by the hybrid scheme. Since the system inclu
liquid, solid, and interface, the diffusion coefficientD in Eq.
~10! is taken asDl andDs in liquid and solid, respectively. In
order to satisfy the suitable jump conditions across the ph
boundary, the solute diffusion coefficient at the interface
gion is evaluated as follows.

At the interface cell,

D5Dint5 f sDs1~12 f s!Dl , ~16!

and at the liquid/interface boundary,

D5Dl / int5
2DlDint

Dl1Dint
. ~17!

The solute diffusion coefficient at the solid/interface boun
ary, Ds/ int , can also be given in a similar form ofDl / int as
shown in Eq.~17!. The boundary conditions for momentum
and species transfers on the surfaces of the calculation
main have been described in Sec. II A.

C. Coupling of the MCA with the transport models

At a time step interval, the simulation of momentum a
species transfers provides a transient solute distribution
the domain, based on which, the local undercoolings and
growth velocities of the interface cells are calculated us
Eqs.~2!–~6!. The solid fraction incrementn f s of the inter-
face cells can thus be calculated by Eq.~14!. According to
Eq. ~9!, the solid fraction incrementn f s will liberate the
amount of solute,nC5n f s(Cl* 2Cs* ), which is added to
the remaining liquid in the same cell and its surroundi
neighbor cells. Thus, the overall solute in the domain can
kept constant. At the end of this time step, all the cells in
domain are scanned to check the solid fraction of each c
The distribution of flow velocity is then updated by the sta
parameterj according to the new solid fraction profile. It i
obvious that the newly solidified cells become new obstac
in the next step of the iterative calculation of fluid flow
Using these updated velocity and solute profiles, the ca
lations of fluid flow and species transfer can be continu
0-4
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This series of calculations is repeated until the end of sim
lation.

As explained previously, momentum and species trans
are implicitly calculated, whereas the dendritic growth
simulated by an explicit scheme. The largest time step
iteration is thus limited by the maximum change rate of so
fraction. In order to avoid numerical instability, it is consi
ered that at least five time intervals are needed to comp
the solidification of an interface cell so that the stable ti
step for the simulation is determined by

nt5
1

5 S ] f s

]t D
max

21

, ~18!

where (] f s /]t)max is the maximum change rate of solid fra
tion obtained by scanning all interface cells during one ti
step.

The physical parameters used in the present simula
are listed in Table I. In order to quantitatively study the de
dritic growth velocity as a function of various controlle
parameters, the time and the tip growth velocity were sca
with t05w0

2/(mkG), and w0 /t0, respectively, wherew0 is
the reference length and it was chosen as 1025 m.

IV. RESULTS AND DISCUSSION

A. The asymmetrical dendritic growth behavior
in a forced flow

In order to examine the influence of grid anisotropy
dendritic growth, we first performed the simulation of fre
dendritic growth without melt convection. Figure 2 show
the simulated dendritic morphologies and solute profiles
an Al-3mass%Cu alloy solidified from a static undercoo
melt (nT512 K) with three different preferred growth or
entations of~a! 0°, ~b! 30°, and~c! 45° with respect to the
horizontal direction. It can be seen from Fig. 2 that t
present model can successfully generate the dendrite sh
with different crystallographic orientations. Particularly, t
nearly exact symmetric dendrite shapes and solute distr
tion patterns can be obtained in the cases of 0° and
orientations. Indeed, the dendrite with the orientation of 3
shows some asymmetrical side branching which might
caused by the CA mesh anisotropy. In addition, the m

TABLE I. Physical properties used in the present simulat
@6,43,45#.

Symbol Definition and units Value

Tf
0 Melting temperature of pure Al~K! 933.6

k Partition coefficient 0.17
ml Liquidus slope~K/mass%! 23.36
Dl Solute diffusion coefficient in liquid (m2/s) 3.031029

Ds Solute diffusion coefficient in solid (m2/s) 3.0310213

mk Interface kinetics coefficient~m/s K! 0.002
dk Kinetic anisotropy strength 0.3
Ḡ Average Gibbs-Thomson coefficient~mK! 1.731027

m Viscosity ~P! 0.014
r Density (kg/m3) 2.4753103
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FIG. 2. Simulated dendrite morphologies and solute profi
of an Al-3mass%Cu solidified in a static melt with various preferr
growth orientations:~a! u050°, ~b! u0530°, and ~c! u0545°
( f s50.2).
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anisotropy also slightly affects the tip velocity of dendrit
with different orientations. The steady-state tip velocit
measured from the simulations of Figs. 2~a!, 2~b!, and 2~c!
are 0.125, 0.130, and 0.127, in the unit ofw0 /t0, corre-
sponding to 0°, 30°, and 45°, respectively. The differen
among them are less than 4%. Some researchers have
carried out grid anisotropy test using phase-field models.
results of Lanet al. @29# show that the dendrite tip grow
slightly faster for 30° and 45° orientations with a less th
3% difference. Beckermannet al. @6# found that the steady
state tip velocity at 45° is 4.7% lower than the base ca
Besides, as clarified in our previous paper@52#, the present
CA approach also has the limitation of grid size dependen
Efforts will be continuously devoted to further improve th
CA growth algorithm for reducing the grid anisotropy an
the grid size dependency of simulations.

Figure 3 represents the simulated dendritic morpholog
solute profiles, and flow fields of the free dendritic growth
a forced flow with an inlet flow velocity ofUin50.03 m/s.
Other conditions are identical to those of Fig. 2. The veloc
vector plots in Fig. 3 indicate the real strength and the dir
tion of flow. For a clearer visualization, the flow field
represented by ten times coarser than the available comp
tional nodes, i.e., every 10310 cells show one flow vector
Comparing Fig. 3 with Fig. 2, it can be noted that the de
drite shapes and solute fields are significantly influenced
fluid flow. For three different orientations, the growth of th
dendrite arms and side branching are all promoted on
upstream side and inhibited on the downstream side. As
dendrite grows, solute atoms are rejected in the liquid ah
of the solid/liquid interface, which are washed away from t
upstream to the downstream direction by fluid flow, result
in the asymmetrical solute profile in liquid, i.e., the conce
tration in the left region is lower than that in the right. A
cording to Eq.~2!, under a uniform temperature field, th
lower the concentration, the larger the local undercooli
Therefore, the dendrite growth velocity in the upstream
rection region is faster than that in the downstream reg
resulting in an asymmetrical dendritic growth morpholog
Moreover, the primary arms and the side branches in
upstream direction are obviously coarser than those in
downstream direction. It is understandable that convec
promotes removing solute from solid/liquid interface in t
upstream side and thus increases the interface stabilities
sulting in relative coarsening dendritic morphology. Th
phenomenon is also considered to fundamentally coinc
with the experimental observations of Trivediet al. @8#.

Figure 4 indicates that when a single dendrite grows a
45° angle relative to the fluid flow direction, side branch
appear in the upstream direction:~a! the experimental result
~b! a phase-field simulation, and~c! a MCA simulation. The
experimental picture was obtained by Bouissouet al. @12#
using a pivalic acid and ethanol alcohol~PVA-Al ! system.
The phase-field simulation was performed by Tonget al. @5#
using a pure substance of SCN. The present simulation
sult, Fig. 4~c!, was obtained from an Al-3mass%Cu allo
with a thermal undercooling ofnTT512 K and an inlet flow
velocity of Uin50.05 m/s. Considering that the results a
from different materials and conditions, a direct quantitat
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comparison among them may be difficult to make. Nevert
less, they apparently exhibit a typical feature of the asy
metric dendritic growth behavior in a forced convection: p
mary arms and side branches are preferentially develope
the upstream direction and largely suppressed in the do
stream direction. It is noted that in case of a phase-fi
simulation, if no artificial noise is introduced, there are fe
differences between the upper side and the lower side of
main stem. Both sides present the needle crystal morpho
without side branches as indicated by the dotted line in F
4~b!. However, according to the MCA simulation, the asym
metrical growth and side-branching features for a convec
dendrite can be naturally predicted as shown in Fig. 4~c!.

In order to investigate the effect of flow on dendrit
growth, the time histories of solid fraction, tip concentratio
and tip velocity for the case of Fig. 3~a! are measured an
shown in Figs. 5 and 6. The data of the dendritic growth
the absence of convection are also plotted in the figures
comparison. In Fig. 5, the solid fraction is measured from
half domains of the upstream and the downstream regi
respectively. It can be seen from Fig. 5 that the increase
of solid fraction in the upstream region is faster, while t
one of the downstream region is slower than the case
without flow. When the growth time ist/t05125, the solid
fractions in the upstream and the downstream regions
about 112% higher and 21% lower than the value in

FIG. 4. Comparison of the dendrite morphologies with conv
tion obtained by~a! experiment@12#, ~b! simulation of a phase-field
model ~solid line, with noise; dot line, without noise! @5#, and ~c!
simulation of the present work.

FIG. 5. Solid fraction vs time under the condition ofUin

50.03 m/s andu050°.
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absence of flow, respectively. In addition, it can be no
that att/t05125, the total solid fraction is about 0.16 wit
flow, but 0.11 without flow. This indicates that convectio
accelerates the average solidification rate. Because fo
convection is more efficient than diffusion to transport t

-

FIG. 6. Time histories of the tip concentration and the tip v
locity under the condition ofUin50.03 m/s andu050°: ~a! a sche-
matic drawing of a dendrite,~b! tip concentration vs time, and~c!
tip velocity vs time.
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rejected solute at the solid/liquid interface into the far fie
of melt, the local solute enrichment at the interface is the
fore lower than the case of pure diffusion, leading to fas
solidification.

Figure 6 shows the time histories of tip concentration a
tip velocity for the case of Fig. 3~a!. Figure 6~a! indicates the
schematics of a dendrite. As shown, the tips growing to
left, the right, and the vertical directions are referred to as
upstream tip, the downstream tip, and the perpendicular
respectively. The tip concentration in Fig. 6~b! is normalized
by the initial compositionC0. It can be seen from Fig. 6~c!
that all tip velocities start from a relative large value. At t
initial stage, the local undercooling for dendritic growth i
cludes only the imposed thermal undercooling. As the sol
fication proceeds, the solute is liberated and enriched in
solid/liquid interface, leading to the rapid increase of conc
tration in front of the dendrite tips as shown in Fig. 6~b!. Due
to the negative liquidus slope in this alloy, the increas
local concentration at the interface will result in an incre
ing negative solutal undercooling and thus rapidly decreas
the tip velocity as shown in Fig. 6~c!. When the growth time
is about 20t/t0, the concentration ahead of the upstream
reaches an approximately stable value. This indicates tha
solute rejection is balanced by the solute transportation
to convection and diffusion. Correspondingly, the upstre
tip reaches the steady-state growth with a velocity about 6
higher than that for pure diffusion. Meanwhile, the perpe
dicular arm tip also approaches an approximately stea
state growth and the velocity is increased by about 1
compared to the case without flow. However, in the la
stage of dendritic growth, the concentrations in front of t
upstream tip and the normal tip are found to decrease, le
ing to an increase of the tip growth velocity. This pheno
enon is considered to be caused by the increasingly inte
impingement of convection against the growing tips wh
they are close to the side boundaries.

On the contrary, the downstream arm exhibits some
ferent growth behavior. As shown in Fig. 6~c!, the growth
velocity of the downstream tip quickly reaches a minimu
which is '55% lower than that for the case without flow
and then gradually increases until the end of the simulat
This phenomenon can be understood by observing the
lution of flow field in the vicinity of the downstream tip
Figure 7 provides an evolution sequence of dendritic gro
and flow field corresponding to the conditions of Fig. 3~a! for
various elapse times:~a! 37t/t0, ~b! 66t/t0, and~c! 121t/t0.
In order to illustrate clearly the weak flow patterns in t
downstream region, the flow field of Fig. 7 is plotted usi
uniform vectors which only denote the flow direction but n
the relative flow strength. It can be seen from Fig. 7 tha
the early stage of dendritic growth, the fluid smoothly flow
around the dendrite from left to right, during which it tran
ports solute atoms from the upstream to the downstream
gion. The solute is mostly built up around the interface in
downstream region, resulting in a decrease of growth ve
ity of the downstream tip with time. As dendrite grows, t
flow flux is continually enhanced. When the flow velocity
large enough, the boundary-layer separation occurs and
relatively weak clockwise vortices appear in the downstre
06161
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region behind the perpendicular arms as shown in Fig. 7~b!.
As the clockwise rotating vortices develop, the fluid starts
flow towards the downward growing tip. The local solute
pushed away by the backflow, leading to an increase
growth velocity of the downstream tip, as shown in Fig. 7~c!.

B. Effect of inlet flow velocity

A basic problem in dendrite growth is to determine t
growth rate as a function of various process parameters s
as the undercooling of the melt, the velocity of a controll
external flow, and the concentration of an impurity@19#. Fig-
ure 8 shows the simulated dendritic morphologies, sol
profiles, and flow fields with various inlet flow velocities
The simulation of Fig. 8 was carried out for the initial com
position ofC053mass%Cu and the preferred growth orie
tation of u050° with various inlet flow velocities of~a!
0.005 m/s,~b! 0.015 m/s,~c! 0.025 m/s, and~d! 0.05 m/s.
The dendrites in Fig. 8 are all shown with a solid fraction
f s50.15. In this figure, the flow field is also represented
uniform vectors. It can be noted that as the inlet flow velo
ity increases, the perpendicular tips shift more towards
incoming flow, exhibiting the deflection behavior of the de
drite arms in the upstream direction, which is consistent w
the simulation results of the literature@27,34,42#. Mean-
while, the upstream and perpendicular tips become thic
The branches of the perpendicular stem on the upstream
are also found to be increasingly coarsening. Particularly
shown in Fig. 8~d!, whenUin50.05 m/s, one secondary arm
outgrows from its neighboring branches whereas the gro
of the neighbors is largely prohibited. It is evident that on
one or more relative larger side branches are developed
competitive growth, the small neighboring branches will
sheltered from the flow by the outgrown secondary arm
The solute, rejected by the growing long branches or pus
by the oncoming flow, will be heavily packed at the boun
ary layer ahead of these small branches and they are
hindered from further growing. Accordingly, convection w
promote competitive growth and coarsening of the second
dendrite arms. However, this trend is found not exactly t
for the side branches of the upstream stem. It seems tha
effect of convection on the side branching and coarsenin
also related to the flow direction with respect to the prefer
growth orientation of the side branches.

On the other hand, as the inlet flow velocity increas
from 0.005 m/s to 0.015 m/s, the downstream tip and the s
branches behind the perpendicular tips are more prohib
from growing, as shown in Figs. 8~a! and 8~b!. However,
when Uin increases to 0.025 m/s, the downstream stem
comes a little longer and thicker compared to the case
Uin50.015 m/s. This is due to the fact that two clockwi
rotating vortices appear behind the perpendicular ar
which perturb the solute pattern on the downstream regio
shown in Fig. 8~c!. When the inlet flow velocity increase
further to 0.05 m/s, the clockwise rotating vortices beco
larger and stronger, promoting the growth of the downstre
tip and resulting in a little longer and thicker downstrea
arm, as shown in Fig. 8~d!.
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FIG. 7. Evolution of dendrite morphology and flow field und
the condition ofUin50.03 m/s andu050° with various elapse
times: ~a! t/t0537, ~b! t/t0566, and~c! t/t05121.
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Figures 9 and 10 indicate the normalized tip concentrat
and the tip growth velocity obtained from the simulations
Fig. 8. The data in the absence of flow are also included
the figures for comparison. As shown in Fig. 9, fluid flo
causes a decrease in the concentration around the den
tips of both the upstream and the perpendicular arms. W
an increase of the inlet velocity, the effect of flow on the
concentration is enhanced. This is consistent with the exp
mental observations which show that as the convection
comes stronger, the tip composition decreases@8#. In addi-
tion, it is to be noted that the effect of convection is mo
significant for the upstream tip. As discussed previously,
the later stage, the tip concentration decreases further du
the vigorous impingement of convection with the growin
tip. However, for the case ofUin50.005 m/s, the tip concen
tration almost holds the steady state value till the end
simulation because of the weak incoming flow. Regard
the situation of the downstream tip, the trend of the effect
flow velocity is more complex. In case of a low inlet flow
velocity of Uin50.005 m/s, after a rapid increase, the t
concentration reaches a nearly steady state level whic
slightly higher than that in the pure diffusion case. When
inlet velocity increases to 0.015 m/s, the concentration fi
quickly increases to the value higher than the steady s
concentration ofUin50.005 m/s. Then it slightly decrease
to the end of the simulation. When the imposed inlet veloc
is further increased to 0.025 m/s and 0.05 m/s, the conc
tration ahead of the downstream tip experiences a dist
maximum and then decreases gradually. It is quite evid
that the point, where the concentration starts to decre
indicates the appearance of rotating vortex, while the
creasing rate of concentration is certainly related to
strength of the backflow caused by the vortices.

As analyzed previously, in the solutally driven dendrit
growth process, the lower local concentration leads to
higher growth velocity. Therefore, enhanced growth can c
tainly be expected in the upstream region. As shown in F
10~a! and 10~b!, all tip velocities experience an initial rapi
growth, and then drop to their steady-state levels. With
increase of the inlet flow velocity from 0.005 m/s to 0.0
m/s, the growth velocity of the upstream tip in the stead
state propagation range is increased by 18% to 89% in c
parison with the base case of pure diffusion. On the ot
hand, as shown in Fig. 10~b!, slow inlet flow velocities, such
as 0.005 m/s and 0.015 m/s, have almost no influence on
growth of the perpendicular arm. When the flow veloc
increases to 0.05 m/s, the vertical tip velocity is found to
about 35% higher than that for without flow. Figure 10~c!
illustrates the effect of inlet flow on the growth kinetics
the downstream arm, which is apparently corresponding
the concentration-time history of the downstream tip sho
in Fig. 9~c!. With an inlet flow velocity of 0.005 m/s, the
steady-state growth velocity of the downstream tip decrea
about 18% compared to that of no flow case. As the in
velocity increases, no steady-state growth for the dow
stream tip has been obtained. Instead, the growth velo
exhibits a minimum and then increases with growth tim
0-9
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FIG. 8. Simulated dendrite morphologies, solute profiles, and velocity vectors of an Al-3mass%Cu with various inlet flow vel
~a! Uin50.005 m/s,~b! Uin50.015 m/s,~c! Uin50.025 m/s, and~d! Uin50.05 m/s.
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Moreover, the larger the inlet flow velocity, the lower th
minimum value. When the inlet flow velocity is 0.05 m/s, th
downstream tip reaches a minimum growth velocity of 0.0
in the unit ofw0 /t0, which is 72% lower than that for pur
diffusion. Accordingly, depending upon the direction of flu
flow relative to the direction of tip growth, convection ca
enforce or retard the dendritic growth compared to the p
diffusion controlled case. Note however, that the times
Figs. 9 and 10 become shorter as the inlet flow veloc
increases, whereas the finished solid fraction is all kept
same as shown in Fig. 8. This trend indicates that the ove
average velocity of dendritic growth becomes faster as c
vection gets stronger.

It is worthwhile to mention the computational efficienc
of the present model. The calculation times in the pres
study are about 3 min for simulating a pure diffusive de
dritic growth and about 15 min for simulating a convecti
dendritic growth on a PC Pentium IV with CPU-2.4 GH
which are much shorter than those of phase-field simulatio
For example, To¨nhardt and Amberg presented that a pha
field model with an adaptive finite element approach to
about 300 CPU hours to calculate a half dendrite grow
with convection on a CRAY J932~1 CPU!, and the corre-
sponding case without convection needs about half of
CPU time@7#. Besides, the present model can also be ea
extended to 3D, as described in the previous study@47#.
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V. CONCLUSIONS

The free dendritic growth behavior of an Al-3mass%C
alloy with melt convection has been studied using a modifi
cellular automaton model. In the present model, the cellu
automaton algorithm is fully coupled with the numerical s
lution of momentum and species conservation equatio
With an excellent computational efficiency, the prese
model can satisfactorily predict and visualize the comp
time-dependent interaction between fluid flow, mass tra
port in melt, and dendritic growth during solidification. Th
resulting simulations show that melt convection significan
alters the growth process, producing asymmetrical dendr
with different orientations that all grow faster into the flo
and become coarsening in the upstream direction, whe
their growth is largely inhibited in the downstream directio
With an increase of the inlet flow velocity, the tip growt
velocity increases in the upstream direction. In addition,
effect of convection is more significant for the upstream
than the perpendicular tip. On the other hand, as the i
flow velocity increases, the growth velocity of the dow
stream tip drops down to the lower level and then increa
due to the backflow by the rotating vortices in the dow
stream region. Although depending upon the direction
fluid flow with respect to the orientation of tip growth, con
vection can enforce or retard dendritic growth compared
0-10
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the case for the pure diffusion, it accelerates apparently
overall average solidification velocity, since convection
ficiently promotes solute transport in the melt. The co
parison of present simulation with an experimental obser
tion and a phase-field simulation exhibits the coincid
features of asymmetric dendritic growth in the presence
melt convection.

FIG. 9. Effect of inlet flow velocity on the normalized ti
concentration:~a! upstream tip,~b! perpendicular tip, and~c! down-
stream tip.
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FIG. 10. Effect of inlet flow velocity on the tip velocity
~a! upstream tip,~b! perpendicular tip, and~c! downstream tip.
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